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1. Project Objectives

Under this contract, Northwest Research Associates (NWRA) is performing measurements
of the ionosphere in order to investigate plasma phenomena in both the natural ionosphere and in
the ionosphere perturbed by the High-frequency Active Auroral Research Program (HAARP)
high-frequency heater. The research being conducted falls within Hanscom Technical Areas
3(a), "Ionospheric Effects Research and Department of Defense Systems," and 3(b),
"Ionospheric Research Technology," of the Broad Agency Announcement VS-03-01 released by
the Air Force Research Laboratory (AFRL).

As a contribution to Technical Area 3(b), we are collaborating with scientists and engineers
from AFRL, the Naval Research Laboratory (NRL), and other research organizations in the
application of diagnostic instrumentation to HAARP. Among the HAARP instruments that we
are applying to ionospheric research are three NWRA ITSIOS coherent radio receiving systems
for measuring relative Total Electron Content (TEC) and recording scintillation, and an Ashtech
Model Z-FX GPS receiver for measuring absolute TEC. We are posting TEC from these
instruments, and phase-scintillation records from the ITS OS receivers, on the HAARP Web site
(www.haarp.alaska.edu) for telescience applications and for decision-making during active
experiments, and we are also focusing on inverting the TEC data tomographically to produce
images of the F layer over Alaska. Research topics under the foregoing objectives are reported
in Section 2.

In Technical Area 3(a), NWRA is (1) developing techniques for partitioning ionospheric
Total Electron Content (TEC) into ionospheric and plasmaspheric content and employing them
to study the behavior of the plasmapause and plasmaspheric TEC using GPS measurements of
TEC, (2) developing a next-generation GPS ionospheric measuring system, (3) investigating
methods for estimating phase scintillation spectra produced by Ashtech Z-12 receivers, and (4)
analyzing long-term scintillation databases to determine climatological behavior of ionospheric
scintillation. Research topics under the foregoing objectives are reported in Section 3.

2. HAARP Topics

Under this contract, NWRA coordinated installation of enhanced diagnostic instrumentation
and participated in research employing some of them. Our activities aimed at enhancing
HAARP diagnostics were carried out primarily by NWRA consultants John Rasmussen, A. Lee
Snyder, Jens Ostergaard, and Spencer Kuo. Their efforts are detailed in Appendix B. NWRA
also employed a summer student intern, Mr. Troy Lawlor, who worked with AFRL personnel at
Hanscom AFB and at the HAARP site. A summary of Mr. Wellman's activities is presented in
Appendix C.

2.1 Summary of HAARP Data Collection Activities

NWRA's HAARP research activities centered on collection and analysis of transionospheric
radiowave data. Transmission of two or more phase-coherent radio signals from satellites above
the ionosphere to receivers on the ground permits measurement of the path integral of plasma
density (so-called total electron content, or TEC) through the ionosphere. TEC is proportional to
the dispersive (differential) phase between the two signals (and, with less precision but greater
certainty, to differential group delay). Recording of rapid fluctuations in dispersive phase and in
received signal strength yields measurement of trans-ionosphere radiowave scintillation.



Under this contract, NWRA measured TEC on slowly moving paths penetrating the entire
ionosphere by recording dispersive phase and differential group delay registered on signals
transmitted from satellites of the Global Positioning System (GPS) to Gakona, AK. We also
measured both TEC and scintillation on paths between satellites moving rapidly over Alaska in
high-inclination, low-earth orbits (LEO) just above the main ionospheric (F) layer and several
ground stations. Collection and analysis of the LEO data sets is presented in Section 2.1.1, and
collection and analysis of the GPS data sets is presented in Section 2.1.2. All of the data and
displays described in these two sections are archived on either the HAARP computer network at
the HAARP facility near Gakona, AK, or on servers at NWRA's Bellevue office.

2.1.1 LEO Satellite and Tomography Data Sets

NWRA operates NWRA ITS1OS receiver systems at four sites in Alaska in support of
HAARP operations: Cordova, Gakona (at the IIAARP facility), Delta Junction, and Arctic
Village. In addition, we obtain data from two University of Texas at Austin (UTA) CIDR
receivers operated by the University of Alaska Geophysical Institute (UAF GI) at two sites in
Alaska: Ft. Yukon and Kaktovik. Figure 1 shows the locations of these sites on a map of
Alaska. The site at Arctic Village was established during the current contract, and is an
important additional site in the tomography chain. An example of data from this new site can be
seen in Appendix A (Figure Al). Data from LEO satellite passes collected at NWRA's four sites
are all displayed in this format on the HAARP Web site (www.haarp.alaska.edu), accessible
through that site's Data Index page.
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Data from these sites are transferred to both HAARP facility computers and to NWRA's
Bellevue office for generation of displays, as shown in Figure Al, and tomographic analyses.
Descriptions of the tomographic processor used to generate images and the criteria used to select
passes for tomographic analysis can be found in Andreasen et al. (2004) and Fremouw et al.
(1992, 1994). The implementation of the processing algorithms and the associated data
preprocessing is show in Figures 2 (overall processing flow), 3 (data preprocessing), and 4
(tomographic analysis). The names shown in parenthesis in the boxes (for example, gmtrx) are
the names of programs in which the particular function is implemented.

Images for selected passes are generated in near real-time and posted on the HAARP Web
site and stored in NWRA's tomography image database in Bellevue. Figure A2 in Appendix A
shows an example of a tomographic image generated using data collected from an Oscar 32 pass
over the tomography chain from 0926 to 0944 UT on 09 February 2005. The upper panel shows
the electron density as a function of geomagnetic latitude and altitude derived from the analysis,
and the lower panel shows vertical TEC and foF2 estimates calculated from the image shown in
the upper panel.

A few changes have been made to the tomographic processor during the period covered by
this report, most of them transparent to the user of these analyses. One change, however, is clear
in the image shown in Figure A2: the latitude range of the images produced has been increased
from 600 to 720 geomagnetic (see for example Figure 19 in Andreasen et al. [2004]) to 560 to
770 geomagnetic. Figure 5 is a plot of relative TEC as a function of the 350 km Ionospheric
Penetration Point (IPP) geomagnetic latitude from the data used to generate the image in Figure
5. Shown in this figure is the original (solid box) image coverage and the coverage afforded in
the new processing (extensions shown by dashed lines). Note that there are many data paths in
the extended region. After an analysis of our processing procedures, we determined that our
initial selection of image span was overly conservative and that the data available supported the
extension shown. We will be reprocessing all data in our database to regenerate images on this
extended range once we have concluded the TEC uncertainty analyses discussed in a later
section.

Under the present contract, we have produced 2,970 images from LEO passes over the
HAARP tomography chain covering the interval 15 February 2004 through 31 August 2005, all
of which were posted on the HAARP Web site. Tables 1 and 2 provide a summary of images
generated from the Alaskan tomography network during 2004 and 2005 through the end of
August, respectively, as a function of month. The upper panel separates the images by the set of
stations used to generate each image. The entries in the columns under "Stations" indicate which
stations contributed to the image; for example, the top row lists images generated from the
station-set Kaktovik, Fort Yukon, and Delta Junction. The bottom panel shows the percentage of
images in each month that included data from the station listed in the left-most column.
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Table 1. Station-availability summary for tomographic images in 2004.
Number of images

Stations Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec All

Kak For Del 0 0 0 0 0 0 0 0 0 0 1 0 1
Kak Del Gak 0 0 0 0 0 0 0 0 1 1 0 2 0 3

For Del Gak 0 0 0 0 0 0 0 0 0 0 2 0 2
Kak For Cor 0 0 30 0 0 0 0 0 1 1 0 0 2
Kak Del Cor 0 0 0 0 0 0 0 0 1 0 0 0 1
Kak I Gak Cor 0 0 0 0 0 0 1 21 28 0 0 0 50

For Gak Cor 0 0 0 0 0 0 0 0 5 1 0 0 6
Arc OGak Cor 0 0 0 0 0 0 00 0 0 0 7 7

Del Gak Cor 191 132 148 128 108 89 130 76 17 56 47 3 1125
Kak For Del Gak 0 0 0 0 0 0 0 0 0 1 1 0 2
Kak For Gak Cor 0 0 0 0 0 0 0 0 15 0 0 0 15
Kak Arc Gak Cor 0 0 00 0 0 0 0 0 0 0. 0 2 2
Kak Del Gak Cor 0 0 0 0 0 0 0 9 38 13 38 21 1 120

_ For Del Gak _Cor 0 0 0 0 0 0 0 0 6 13 7 0 26
Arc Del Gak Cor 0 0 0 0 0 0 0 0 0 0 48 111 159

Kak Arc For Del Cor 0 0 _0 0 0 0 0 0 0 00 1 0 1
Kak For Del Gak Cor 0 0 0 0 0 0 0 0 22 67 29 0 118
Kak Arc_ Del Gak Cor 0 0 0 0 0 0 0 0 0 01 27 76 103

Arc For Del Gak Cor 0 0 0 0 0 0 00 0, 01 4 4 8
Kak Arc For Del Gak Cor 0 0 0 0 0 0 0 0 0 01 01 27 31 58

_ Summary 191_132 148 128 108 89 140 136 108 177 217 235 1809

Percent of imags incuding specific stations
Station Jan Feb Mar Apr May Jun Jul IAug Sep Oct Nov Dec All

Kaktovik 0 0 ( 0 0 0 0 0 7 44 74 60 50 46 26
Arctic Village 0 0 0 0 0 0 0 0 0 0 49 98 19
Fort Yukon 0 0 0 0 0 0 0 0 45 46 33 14 13
Delta 100 100 100 100 100 100 99 84 54 98 100 96 95
Gakona 100 100 100 100 100 100 100 100 98 99 99 100 100
Copper Center 0 2 0 0 0 0 0 0 0 0 0 0 0
Cordova 100 100 100 100 100 100 100 99 100 99 97 100 99
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Table 2. Station-availability summary for tomographic images in 2005 (through August).
Number of images

Stations Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec Alt
Kak For Gak 0 0 00 2 3 15 79 99

Arc For Gak 0 0 0 0- 1 -0 0 0 1
Kak __ Del Gak 7 0 2 2 7 0 0 0 18

Arc __Del Gak 1 2 0 57 0 0 0 0 60

Kak For Cor 0 0 0 0 0 0 0 28 28
Kak Arc Cor 1 0 0 0 0 0 0 0 1

Arc Del Cor 0 0 2 0 0 0 0 0 2

Kak Gak Cor 0 0 0 0 24 79 27 _1 131

For Gak Cor 0 0 0 0 2 6 8 1 17
Arc Gak Cor 0 0 0 0 0 1 0 0 1

Del Gak Cor 18 57 18 7 16 0 0 0 116
Kak For Del Gak 0 0 0 0 1 0 0 0 1
Kak Arc Del Gak 3 1 0 32 0 0 0 10 36
Kak For Gak Cor 0 0 0 0 74 62 102 7 245
Kak Del Gak Cor 12 37 15 4 7 0 0 0 75

Arc Del Gak Cor 111 70 134 47 0 0 0 0 362
Kak For Del Gak Cor 0 0 0 0 10 0 0 0 10

Kak Arc Del Gak Cor 62 37 84 32 2 0 0 _0 217
Arc For Del Gak Cor 0 0 0 0 1 0 0 0 1

Kak Arc For Del Gak _ Cor 0 0 0 0 1 0 00 1
Summary 215 204 255 181 147 151 152 116 0 0 0 0 1421

Percent of images including specific stations
Station Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec All

Kaktovik 39 36 39 38 86 95 94 99 60
Arctic Village 82 53 86 92 3 0 0 0 47
Fort Yukon 0 0 0 0 62 47 82 99 28

Delta 99 100 100 100 30 0 0 0 63

Gakona 99 100 99 100 100 100 100 75 98
opeCenter 01 0 0 0 0 0 0 (1 0

Cordova 94 98 99 49 92 98 90 31 84

2.1.2 GPS Data Sets

NWRA operated an Ashtech Z-FX Continuously Operating Reference Station (CORS),
consisting of a 12-channel GPS receiver and an antenna, at the HAARP Gakona facility for the
entire period covered by this report. Data collection is performed by means of the NWRA GPS
Ionospheric Observation System (GIOS) program, supplemented by a real-time process to
convert raw data records from the GIOS software into calibrated estimates of equivalent vertical
TEC (VTEC) using the SCORE (Self-Calibration of Range Errors) process developed by NWRA
for the USAF Ionospheric Measuring System (IMS) instruments (Bishop et al., 1995). These
data are stored in a database and are used to generate plots of absolute TEC displayed on the
HAARP Web site. Two different types of plots are produced from the GPS TEC data, examples
of which are shown in Appendix A (Figures A3 through A7).

Note in the caption to Figure A5 that the plot shown in this figure includes not only GPS-
derived VTEC estimates, but also VTEC estimates from LEO data. These latter estimates are
generated from the relative slant TEC provided from the LEO receivers to estimates of VTEC
using a modified version of the SCORE process as described in Mazzella et al. (2001).

In addition to the Ashtech Z-FX system, NWRA also operates a GPS-based CNS Clock as a
time standard for the NWRA ITS10S receiver located at Gakona. This clock uses a single-
frequency GPS receiver chip set (Motorola Oncore UT+) that can also provide estimates of the
receiver location. We use these data to measure the position error in these estimates by
comparing the instantaneous position estimates to estimates derived from long-term averages of
the receiver location. The departures of the instantaneous positions from the average positions,
both in the horizontal and vertical directions, are plotted as shown in Figure A8 in Appendix A.
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These plots show up to 36 hours of data, and the horizontal data are fitted by an i-ms-based error
ellipse, which can be seen plotted over the horizontal data in Figure A8.

All of the GPS data described in this section are archived at either the HAARP site or on
servers at NWRA's Bellevue office.

2.2 Tomographic Image Uncertainty Specification

2.2.1 Background

While TEC-based tomography has been validated by comparison with latitude-altitude maps
of plasma density obtained by means of incoherent scatter (Kersley et al., 1993), the technique
does rely on some a priori information to augment the TEC data used as input to the inversion.
In the NWRA ITS processor, the incompleteness stems from the sparseness of the matrix to be
inverted. The primary cause of the sparseness is lack of horizontal rays from the satellite-borne
transmitter to the ground-based receiving stations through the region being imaged.

Lack of an effective vertical scan by horizontal rays degrades vertical resolution and limits
efficacy of vertical profiles incorporated into the image. Information lacking from missing rays,
including those with grazing angles shallower than those of the lowest-elevation raypaths passing
through the imaged region from the satellite to the northern-most and southern-most receivers, is
approximated by an a priori background ionosphere. The anticipated variability of the
ionosphere relative to the a priori background is described by means of empirical orthogonal
functions (EOFs). The TEC data are used to evaluate coefficients that quantify the vertical EOFs
and their horizontal counterparts, which are Fourier sines and cosines. The basis functions so
quantified are added to the a priori background to produce the image.

The stochastic inverse theory that underlies the NWRA ITS inversion processor includes a
means for estimating formal error in the resulting images. The formalism accounts for the
geometrical deficiencies described in the foregoing and for uncertainties imposed by estimated
data (receiver and sky) noise. It does not account, however, for all sources of error. For
instance, the algorithm assumes straight-line propagation through the ionosphere and that the
EOFs employed in the processor fully span the ionospheric states to be encountered. Under this
contract, we have devised an empirical approach to accounting for those sources of error
overlooked in the formalism.

2.2.2 The Formalism and Its Scaling

The NWRA ITS processor employs weighted, damped, least-squares (WDLS) matrix
inversion. The image produced thereby constitutes a field of estimated plasma density. As
described by Fremouw et al. (1990), the variances of those estimates may be obtained from a
(diagonal) covariance matrix, V', computed from the estimated covariance matrix, V, of the a
priori ionospheric model, as follows:

V = (I - GgG)V , [1]

where I is the identity matrix, G is a matrix describing the integration of plasma density along
raypaths, which produces the observed TEC, and G-9 is a generalized inverse of G, which
produces our plasma-density estimates while accounting for noise in the measured TEC data and
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other sources of error. Under an earlier contract, we implemented code to perform this
calculation and developed graphics procedures to display its results (Andreasen et al., 2003).
Those results, however, were deficient by virtue of the formalism's ignoring sources of error
such as those described in the foregoing subsection.

Due to the matrix product G9G, the displays did show expected behaviors such as increased
uncertainty (a) between receiving stations, where path-length and antenna-pattern effects reduce
S/N, and (b) near the edges of the image in pixels that contain few crossing rays. The absolute
uncertainty levels in those displays, however, were unrealistically low, for reasons that we now
understand.

It is obvious from Equation [1] that the formal uncertainty estimate, V', scales directly as
one's a priori estimate of ionospheric variability, V, which we obtain in the following way.
From a database of many "ionospheres" (generated originally by running an ionospheric model
for many sets of input parameters), we glean (a) estimates (expectation values) of plasma density
in latitude/altitude bins, which describe the average, background ionosphere, and (b) a set of
EOFs that span the database. The variances associated with the EOFs describe ionospheric
variability about that background, or a priori image. The a priori image is refined (usually
altered substantially) by means of the TEC data and the inversion processor.

We also estimate data uncertainty due to receiver noise. So long as we have appropriately
estimated the uncertainty in the a priori image (i.e., the a priori variance) and in the data,
Equation [1] produces an estimate of a posteriori uncertainty in the resulting WDLS image. Our
best estimate of data error (RMS uncertainty in dispersive phase) related to S/N on the various
rays, accounting for elevation-dependent range-squared error and antenna patterns, is
incorporated in G-1. In terms of the WDLS formalism, this leaves open only the question of
whether we have appropriately estimated the a priori variance, V.

The distribution of variance among the elements of the vector V somewhat affects the
WDLS image, but the magnitude of that vector does not appreciably do so. This fact provided
an opportunity to ascertain that originally we had underestimated the magnitude of V. To
improve upon the estimate, we employed over two year's worth of images as an enlarged
database of auroral/sub-auroral ionospheres, regenerating new EOFs and their corresponding
variances therefrom. That is, we rescaled V in accord with the variability we had experienced
via our Alaska observations.

Using the new results, we regenerated a variety of images and found that they did not differ
significantly from those employing the original EOFs because the distribution of variance among
the elements of V had not changed appreciably. The magnitude of V (and therefore of V') had
increased, however, by a factor of 3 for daytime and twilight cases and a factor of 13 for
nighttime cases. That is, the ionosphere we imaged over a period of two years was appreciably
more variable than the cases contained in our original a priori (model) database.

2.2.3 Empirical Calibration of the Formal Estimates

The foregoing consideration still overlooks some sources of uncertainty (e.g., the extent to
which the chosen EOFs span the actual ionospheres to be imaged and the effects of ionospheric
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refraction). Under this contract, we have developed an approach to augmenting the formal-error
estimation procedure with information about the error sources it neglects. We began by
investigating uncertainty imposed by our choice of EOFs, over and above that accounted for by
rescaling their aggregate a priori variance, V.

Earlier (Fremouw et al., 1997, and further unpublished analysis), we had explored the
effects of employing EOFs chosen to span only a subset of "all possible ionospheres." Based on
that investigation, we chose to tailor the EOFs used for Alaskan tomography to high latitudes
(greater than 550 geomagnetic) and by solar elevation angle (el < -20' being deemed
"nighttime," -20' < el < 200 deemed "twilight," and el > 200 "daytime").

In addition to guiding our tailoring of EOF selection, the aforementioned investigations
provided information on the uncertainties engendered by doing so. The investigations employed
four renderings of the ionosphere from incoherent-scatter radar (ISR) measurements, a daytime
and a nighttime mid-latitude case using ISR data from Arecibo, PR, and a daytime and a
nighttime case using ISR data from Chatanika, AK.

Generally (although not uniformly), the mid-latitude cases revealed smaller errors. Since
tomographic imaging under this contract occurs at high latitudes, we focused our attention on
those results. With EOFs chosen for high latitudes, season (winter) and time of day (simply local
day or local night), we applied our (rescaled) algorithm to the daytime and a nighttime Chatanika
ISR cases.

Taking the ISR renderings as "truth," we integrated through them on slant paths from a
satellite at 1000 km altitude to five ground stations equally spaced over a latitude span of 12'.
We then used the integral records as simulated TEC data and input them to the ITS processor.
Qualitatively the tomographic images obtained appeared as rather faithful reconstructions of the
ISR renditions, displaying no false features, although not resolving the peaks of high-density
features.

Quantitatively we compared the resulting images to the ISR "true" renderings of the
ionosphere, calculating differences in f0F2, hmF2, and the vertical integrals (VTEC) through the
renderings and the images, as well as vertical profiles of the average and RMS differences in
plasma density, Ne. In addition to showing greater disparities near the edges of the images
(especially the daytime one) than in their interior, the various differences between the "true"
ionospheres and the tomographic images thereof included the following:

"* foF2 within a little over 1 MHz of that in the day time ISR mapping and mostly well

within 1 MHz in the night case;

"* hmF2 overestimated by about 10 km in the day case and underestimated by about 25 km
in the night case;

"* VTEC overestimated by about 0 to about 4 TECu in the day case and mostly within about
1 TECu in the night case;

"* avcragc vcrtical-profile shapes close to their "true" counterparts, especially in the night
case while somewhat less peaked in the day case, with a maximum error of-1.5 x 1011
el/mi3 just below the day time F-layer peak and -0.4 x 10" in the night-time auroral E
layer;
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* RMS difference profile peaking in the bottomside F layer at about 2.8 x 101" el/m 2 in the
day case and in the auroral E layer at about 1.1 x 101I in the night case.

We also computed the (rescaled) formal error by means of the WDLS procedure, which
produces a field of RMS uncertainty in Ne in the same coordinate system in which the N, images
are presented. Visual inspection of the uncertainty fields suggested that their average RMS
uncertainty profiles were qualitatively similar to those of the RMS difference profiles computed
from the foregoing error-assessment procedure. As expected, however, the magnitudes of the
RMS errors computed formally still were substantially smaller than those of the complete RMS
differences found empirically in the two Chatanika ISR cases.

After computing the formal errors for the Chatanika cases by means of the WDLS procedure
(performed in Program "StatComp" of the ITS processor), we computed the average vertical
profiles in the resulting altitude-latitude fields of (formal) RMS uncertainties. We then formed
the ratios between the average RMS difference profiles obtained empirically and the average
formal-error profiles. The results are shown in Figures 6a and 6b for the daytime and nighttime
cases, respectively.
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Figure 6. Comparison of error and difference profiles for (a) daytime and (b) nighttime cases.
Solid curves are vertical profiles of formal errors; dotted curves are RMS difference profiles
between the tomographic image and the corresponding Chatanika ISR record; dash curved are
the ratio of these two; and the dot-dash curves are 10 times the formal error for (a) and 3 times
for (b).
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The foregoing comparisons verified that the true uncertainty in our tomographic images is
substantially greater than the formal errors computed by the WDLS formalism (even after
rescaling V and V'). They also suggested that the average vertical profile of those errors may
provide a reasonable guide for quantifying the uncertainty field. [The discontinuity in the
daytime RMS difference profile (light squares) in Figure 6a is due to inadequate topside
measurements in the ISR record, which was extended by means of a model.]

Both the procedure for calculating formal error and the ISR-based EOF study (especially the
daytime case) revealed larger uncertainties near the edges of images than elsewhere. In view of
this similarity and taking guidance from the similarity in their vertical profiles of uncertainty, we
proceeded to "calibrate" the formal errors by means of the empirical results, relying especially
on the RMS difference profiles. Next, we compared the resulting estimates of foF2 and hmF2
uncertainties with differences between those parameters scaled from a selected set of our
tomographic images and nearly simultaneous ionosonde measurements, and then recalibrated our
uncertainty estimates based on that comparison.

To assemble the information necessary for the ionosonde comparison, we first selected 54
images for which appropriate auto-scaled ionograms were available from the Gakona Digisonde
and compared overhead values of f0F2 and hmF2 from the two data sources. For foF2, the
correlation was 83%; the mean and median differences between the tomographic values and
those from the ionosonde were, respectively, -0.16 and -0.17 MHz. The mean (median) absolute
difference in foF2 was 0.38 (0.28) MHz. We also ranked the ionograms by "quality" according
to a scale ranging from "excellent" to "spread with severe frequency gaps" (the latter stemming
from frequencies excluded from the Digisonde's transmission license). Our results included an
upward trend in absolute difference with decreasing ionogram quality.

The initial Digisonde comparison described above employed tomographic images derived
from only three TEC recording stations, which is minimal. We next proceeded with a somewhat
more rigorous comparison of five-station images and ionograms from Gakona and Sheep Creek
(near College), AK. We selected 55 such images for which suitable auto-scaled ionograms were
available from Gakona and 62 for which such were available from Sheep Creek. NWRA
consultant A. Lee Snyder then employed the GAO Explorer tool developed by the University of
Massachusetts at Lowell to re-scale them manually where improvements could be made. Again,
we calculated differences between foF2 and hmF2 values scaled from our images and those
obtained from the manually scaled ionograms.

As was true for the three-station images, the five-station ones underestimated f0F2 by
substantially less than one MHz on average (-0.36 MHz at Gakona and -0.26 MHz at Sheep
Creek) and with an absolute disparity of about one MHz (0.69 and 0.94 MHz, respectively). The
respective standard deviations were 1.32 and 1.17 MHz. These results and those of our ISR-
based investigation both suggest uncertainties of -l to -+2 MHz in the foF2 values scaled from our
tomographic images. For purposes of augmenting the calculation of formal errors in our images,
we converted this uncertainty and that found for hmF2 to uncertainty in Ne near the F-layer peak
and then extrapolated that uncertainty by means of the vertical profiles of Ne differences
(primarily RMS values) indicated in Figure 6.
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To provide this further quantification, we first divided 63 five-station tomographic images
for which Dr. Snyder had manually re-scaled ionograms from Gakona and/or Sheep Creek into
daytime, nighttime, and twilight groups. Then, based on a refinement of the results displayed in
Figure 6, we multiplied the formal errors computed for the three groups by 4, 12, and 20,
respectively, and computed the corresponding RMS uncertainty in f0F2.

Taking the manually scaled ionosonde values as the standard for accuracy, the disparities in
foF2 indicated a median tomographic underestimate by 0.5 MHz and a worst-case underestimate
by 2.5 MHz. Our -RMS uncertainty calculation fell above the ionosonde foF2 value in only one
case, but our +RNMS calculation fell below the ionosonde value in 26 cases. Moreover, our
tomographic images underestimated the foF2 values obtained from the carefully scaled
ionograms increasingly as ionospheric density increased.

We then proceeded to refine our uncertainty estimation further, in the direction of
lengthening the uncertainty bars with increasing ionospheric density. In this further refinement,
rather than using discrete multipliers for three subsets of images, we established a simple law
that describes continuously increasing uncertainty with increasing ionospheric density. Namely,
we multiply the formal errors by (1 + m) times the average value of NmF2 (the maximum value
of Ne at a given latitude) across the latitude span of the image being assessed. With NmF 2
expressed in units of 1011 el/m 3, we set m = 1.2 as determined empirically from the ionosonde
comparison, subject to a limit for the RMS uncertainty in Ne as 95% of its estimated
(expectation) value since the actual value of Ne cannot be negative.

We established a similarly simple procedure for dealing with our images' underestimation of
f0F2 and the trend therein. The uncertainty in our images is expressed as the RMS error in N, in
each pixel. The value thereof at the peak of each vertical Ne profile (i.e., NmF2) may be
converted to an RMS uncertainty in foF2, but it contains no information about the sign of the
latter uncertainty. Since our comparison with carefully scaled ionosonde values of f0F2 does
reveal a bias, we have additional information at our disposal.

Based on the ionosonde database and our two Chatanika ISR comparisons, we have devised
a procedure to deal with this systematic bias. Specifically, we shift our computed foF2 error bars
in accord with the following simple formula: upshift = a(foF 2 - b), where the constants a = 0.1
and b = 0.3 MHz were determined empirically. Since, again, the actual value of foF2 cannot be
negative, we limit its RMS uncertainty to 97% (determined primarily from details in the two
Chatanika ISR comparisons) of its estimated value.

Aggregate results of all the foregoing procedures are illustrated in Figure 7 which compares
the image-generated values of foF2 (y-axis values of the dark diamonds) and their computed
uncertainties with the values of foF2 (x-axis values) obtained from the carefully scaled
ionograms. The dark solid line represents the linear trend of the foF 2 points (dark diamonds). Its
shallow slope compared with the dashed diagonal quantifies the manner in which our
tomographic imagcs underestimate the foF2 values obtained from the carefully scaled
ionograms--namely, increasingly so as ionospheric density increases. The blue lines represent
the linear trends in our ±RMS uncertainty estimates, showing the upshift we've imposed to
accommodate our images' underestimation of foF2 and, to some extent, the trend therein.

14



Again, taking the manually scaled ionosonde values as the standard for accuracy, the
disparities in f0F2 indicated a median tomographic underestimate by 0.5 MHz and a worst-case
underestimate by 2.5 MHz. Our -RMS uncertainty calculation fell above the ionosonde foF2
value in only 8 cases, and our +RMS calculation fell below the ionosonde value in 23 cases.
Thus 52% of the disparities between the tomographic and ionosonde foF2 values fell outside our
span of calculated uncertainty. For a normal distribution, 32% would do so. In this statistical
sense, our uncertainty bars (spans between foF2+RMS and foF2-RMS) still are too short.
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Figure 7. Comparison of foF2 values (dark diamonds) obtained from 63 tomographic images and
their estimated +RMS uncertainties (lighter blue symbols) with foF2 values (x-axis) obtained
from nearly simultaneous ionograms.

Somewhat different values of m, a, and b can improve the aforementioned aggregate
statistics, but only at the expense of less favorable estimation of specific uncertainties ill our two
Chatanika cases. Results of applying the procedure to those cases are illustrated in Figure 8. In
the nighttime case (Figure 8a), all but 8 (22%) of the 37 "true" values fall within the uncertainty
range. In the daytime case (Figure 8b), all but 10 (28%) of the 35 points in the common latitude
span do so. We have accepted the combined results from the aggregate ionosonde comparisons
and the two ISR case studies as the best we can do with the existing database and other resources
available.

Finally, we show the intended use of our uncertainty estimation in Figure 9. Using the
Chatanika daytime case for purposes of illustration, Figure 9a shows a modification of our
current tomographic posting on the HAARP Web site. The tipper panel contains the ionospheric
image, while the lower panel presents foF2 and vertical TEC scaled therefrom. The modification
consists of displaying the upper and lower uncertainty estimates above and below the foF2 plot.
We intend to provide the viewer with a linked alternative display, illustrated in Figure 9b. The
alternative again shows the image in the top panel, but the lower panel is replaced with the full
uncertainty field estimated for the image.
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Figure 8. Comparison of foF2 values (solid line) derived from tomographic reconstruction of (a)
nighttime and (b) day-time Chatanika ISR records and their estimated ±RMS uncertainties
(dashed lines) with foF2 values (diamonds) scaled from the ISR record.
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Figure 9a. Example (Chatanika daytime case) of presentation intended for posting on the
HAARP Web site, showing tomographic image on top and f0F2 with its uncertainty band, along
with VTEC on the bottom.
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2.2.4 Uncertainty in Vertical TEC

One of AFRL's early motivations for promoting the development of ionospheric
tomography was as a means for converting slant-path measurements of TEC into values of
vertical TEC. We have served this motive by integrating vertically thorough our images and
presenting the result as in the lower panel of Figure 9a. The task then arises to estimate the
uncertainty in such displays. Performance of the task should be possible once uncertainties in
the images, as illustrated in the lower panel of Figure 9b, have been established. The question
also arises, however, as to what the vertical correlation distance of those uncertainties in Ne may
be. We inLend to pursue this question and task in the next phase of this contract.

2.3 Comparison of Tomography and Digisonde Observations

Since December 1999, comparisons between vertical TEC estimates calculated from
Digisonde profiles (Reinisch and Huang, 2001) and equivalent vertical TEC derived from GPS
measurements have displayed a substantial and systematic difference during local daytime hours
(Fremouw et al., 2000). The availability of vertical TEC derived from integration of
tomographic images presented an opportunity for resolving this discrepancy because the
tomography results provide comparative data for both the Digisonde density profiles and the
GPS TEC measurements.

A stepwise comparison of the distinctive measurements derived from the Digisonde, Transit
receivers, and GPS receiver was performed, in order to seek the possible sources of the
discrepancy in these measurements. Resolution of these discrepancies would provide an
increased assurance of the accuracy of TEC measurements, but even a quantification of the
discrepancies would provide an error assessment for ionospheric observations.

A review conducted in October 2004, for data from 12 September 2004, indicated that the
discrepancy was still present, as displayed in Figure 10. Consequently, procedures and programs
were developed to process the various data sources and display appropriate comparisons. The
particular steps of the processing are:

Retrieve the Standard Archive Output (SAO) files for the Digisonde data;

Retrieve the tomography image files;

Retrieve the GPS TEC report files;

Extract densities and TEC from the SAO files;

Selec: GPS equivalent-vertical TEC values above a specified elevation threshold (65°);

Extract densities and TEC from the tomography files;

Display vertical TEC from GPS, Digisonde, and tomography versus time;

Display electron density altitude profiles for the Digisonde and tomography;

Integrate electron density altitude profiles over a selected range (bottomside, topside, all,
interval) for further comparisons.
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Figure 10. Vertical (or equivalent-vertical) TEC for GPS (o) and Digisonde (+I) measurements
for 12 September 2004, displaying the predominant TEC discrepancy between the GPS and
Digisonde values during the daytime periods (0-4 UT and 15-24 UT).

The preliminary case study spanined the period 9 June 2004 to 22 June 2004 using Digisonde
data with data quality assessments in the highest three quality ranks (1, 2, and 3). This resulted
in 20 cases of Digisonde density profiles with corresponding tomography profiles, on 11I
different days (June 11-14, 16-22). For this set of days, there was generally a good TEC match
between the Digisonde and GPS (Figure 11), with some possible offset effects from the GPS
calibrations. However, comparisons of the Digisonde and tomography altitude profiles (Figure
12) displayed discrepancies even for a close TEC correspondence. Because the topside density
profile from the Digisonde is determined solely by the scale height and density at the peak of the
profile, some discrepancies from the tomography could be expected for that region, but the
discrepancies for the bottomnside density profiles are also significant. For either the Digisonde or
tomography, the TEC associated with the bottomnside region is about one-third of the entire
vertical TEC (to 1000 kmn altitude). Despite the differences in the altitude profiles, the vertical
TEC values determined from the Digisonde and tomography agree quite well for this case
(within 1 TEC unit).

Further comparisons were conducted for data from 28 October 2004 and 29 October 2004,
with both days displaying the TEC discrepancy previously observed between the Digisonde and
GPS values (Figure 13). Unfortunately, 28 October lacked tomography results during the
daytime period when the TEC discrepancies occurred (20 - 24 UT), but for 29 October, when
several Digisonde/GPS/tomography comparisons were possible (Figure 14), the density profiles
all were too discordant for definitive conclusions. However, [he Digisuiide scanls for this day
were not reviewed in the same maener as the June data, so some measurement difficulties could
have influenced those results.
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Figure 11. Vertical (or equivalent-vertical) TEC for GPS (o) and Digisonde (+) measurements
for I11 June 2004 (day 163). Note that the period from 7-1 1 UT is local night for Gakona,
Alaska, fcr this date. The TEC discrepancy displayed in Figure 10 is essentially absent for this
day.
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Figure 12. Density profile from tomography (o) for 19:19 UT on I11 June 2004 (day 163), with
derived Digisonde density profiles (±) at 19:15 UT.
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measurements for 28 October 2004 (day 302) and 29 October 2004 (day 303).
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Figure 14. Density profiles for tomography (o) and Digisonde (+) for four time periods (04:43
UT, 16:08 UT, 2 1:50 UT, 22:45 UT) on 29 October 2004 (day 303).

Additional examinations were conducted for 1 November 2004 and 6 November 2004,
based on a survey of days with quiet ionospheric conditions and reliable GPS calibrations
(unaffected by ionospheric activity). The (local) afternoon of 1 November displayed the TEC
discrepancy, but tomography cases were absent for this period, while 6 November displayed a
general agreement between the Digisonde and GPS TEC results.

Very few quiet days, when both the digisonde and tomography densities would be
considered reliable, were encountered during the winter period (December 2004 - January 2005).
Investigat.ons resumed after this period, with examination of several more days of DISS, GPS,
and tomography results for TEC and density profiles. The daytime discrepancies between DISS
and GPS or tomography TEC values remained, as well as discrepancies between the DISS and
tomography density profiles. The days examined spanned the period from the end of January
2005 to mid-March 2005. The bottomnside density profiles for DISS and tomography are often
quite distinct for the daytime profiles (which were the predominant cases considered, because of
the association with the TEC discrepancies), with different peak densities, altitudes for the peak
densities, and bol.LoMside scale heights. The topside density profilecs arc predominantly quite
disparate, with the extrapolated DISS scale height determination being significantly smaller than
the topsidie scale height for the tomography representation. (Figures 15).
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Figure 15. Density profiles for tomography (o) and Digisonde (+) for 22:04 LIT and 23:00 UT
on 28 January 2005 (day 28), 22:57 UT on 04 February 2005 (day 35), 21:42 UT and 22:16 UT
on 13 February 2005 (day 44), and 19:15 UT on 13 March 2005 (day 72), with disparate topside
density profiles arising from the extrapolated DISS scale height determination being significantly
smaller than the topside scale height for the tomography representation. For the case on day 35,
the DISS TEC Is 4.1 TEC unilts, while the tomiography TEC is 7.0 TEC uwilts; for day 28 (23:00
UT), day 35, day 44, and day 72, the peak densities are also significantly discrepant.
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Because the bottomside profile accounts for only about one-third of the contribution to the
TEC, the topside scale height discrepancies appear to be the major contributor to the low DISS
TEC estimates. The discrepancy in the bottomside profiles (Figure 16) or in peak densities
(Figure 17) between the DISS and tomography sometimes counteracts the topside effect, even
eliminating the TEC discrepancy between DISS and tomography in some cases (Figure 18). In
some other cases, the peak densities and TEC values for DISS and tomography match, but the
altitudes for the peak densities are considerably different. However, the density profiles in the
vicinity of the peak density can have a close resemblance, producing the TEC agreement, even if
the topside profiles diverge (Figure 19).
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Figure 16. Density profile for tomography (o) and Digisonde (+) for 22:22 UT on 04 February
2005 (day 35), which display a closer TEC agreement (better than the typical factor of two
discrepancy), even if the topside profiles diverge. The DISS TEC is 6.3 TEC units, while the
tomography TEC is 8.0 TEC units, with the topside discrepancy partially compensated by the
discrepancy in peak densities.

Some consideration has been given to reassessing the empirical orthogonal functions (EOFs)
used for the tomography, based on the DISS bottomside profiles. This would be different from
trying to utilize the DISS measurements in a real-time manner as inputs to the tomography
process. The topside profile to be used for the EOFs could be determined from the peak density
and TEC, using a topside scale height derived to produce a TEC value consistent with the GPS or
ITS lOS TEC calibrations. This endeavor would also require considerable effort to evaluate and
possibly re-scale the DISS ionograms. However, it could ultimately reduce the tomography error
magnitudes.
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Figure 17. Density profiles for tomography (o) and Digisonde (+) for 20:29 LIT and 20:59 UT
on 27 February 2005 (day 58), exhi biting discrepancies in the bottomnside profile and peak
densities, respectively, despite the good TEC agreement between DISS and tomography, which
are both different from GPS TEC.
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Figure 18. Vertical (or equivalent-ver-tical) TEC for tomography (A), GPS (o), and Digisonde
(+) measurements for 27 February 2005 (day 58), indicating good TEC agreement between DISS
and tomog-,raphy TEC values at 20:29 UT and 20:59 UT, despite the discrepant density profiles.
Note that a TEC discrepancy with GPS TEC remains.
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* Figure 19. Density profile for tomography (o) and Digisonde (±) for 19:41 UT on 13 March
2005 (day 72), which displays a closer TEC agreement (better than the typical factor of two
discrepancy), even if the topside profiles diverge. The DISS TEC is 10.1 TEC units, while the
tomography TEC is 12.0 TEC units.
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2.4 Observations of the Artificially-Perturbed Ionosphere

A field campaign was conducted at the HAARP facility in early February 2005 focusing on
optical signatures of the heated ionosphere. Four satellite passes were identified for inclusion in
this campaign to attempt to collect TEC observations of the ionosphere within the region heated
by the HAARP transmitter. These passes were selected based on two criteria: time of day and
number of receivers (of the set Cordova, Gakona, and Delta) for which the ray path Ionospheric
Penetration Point (IPP) passes within the region most likely to be structured by the heater. The
time criterion was constrained by several factors: the heater operations window, needs of the
optics experimenters (who had priority for heater operation time), and a need to have enough
ionization available in the main F region for the heater to work with. In order to obtain the
maximum impact on F-region ionization, we planned to have the heater point directly up the
field-aligned point in the F region and operate in CW 0-mode at full power at a frequency just
below foF2. In previous campaigns, we focused solely on observations from Gakona and from a
receiver temporarily deployed in Copper Center. In this campaign, we included both Cordova
and Delta to provide sampling of the heated region along ray paths not parallel to the local
magnetic field within the heated region. A ray path was assumed to be within the heated region
in the F region if the IPP passes within an area within eight degrees of angular distance of the
center of the heated region as viewed from the heater.

Table 3. List of satellite passes from which data were collected during the optics campaign.

RMS Hteater Start Time

Case Rank SAT NSta Date (UT) GCA UT MST AST

U 7 18 o25 3 20050202 0.21 03:53:00 08.53 PM 05.53 PM
U 9 1 o31 3 20050203 0.06 03:54:00 08.54 PM 05.54 PM

u 16 7 o25 3 20050210 0.10 03:24:00 08:24 PM 05.24 PA
U 18 11 o31 3 20050211 0.12 03:24:00 08.24 PM 05.24 PM

Italic indicates time on previous day

We were able to identify four passes, listed in Table 3, which occurred just after local F-
region sunset with at least two stations meeting the "nearness" criterion. The pass marked with a
X, symbol was among the top five ranked passes initially identified, and passes marked with a u
symbol occur during just after sunset in the E-region (100 km altitude). During the first two
passes, ionization in the F layer dropped to below a level that the heater could interact with prior
to the passes. This was unfortunate, as one of these passes (Case 9 in Table 3) had all three
station's IPP tracks pass very near the heated region and the natural ionosphere was largely
absent of the irregularities normally observed during non-sunlit times. The third pass was during
a period of geomagnetic activity, and a combination of absorption and auroral-E made it
impossible to get any heater energy to the F region.

For the fourth and final pass, which occurred on the final night of the campaign, the
combination of a later sunset time and an earlier pass time provided enough F-region ionization
for the heater to operate and geomagnetic conditions were quiet so that there was little or no
absorption and no blocking auroral E layer. The heater operator attempted to keep the heater
operating at just below foF2, and although it appears that at the time of the pass the heater was
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operating above foF2 as measured by the Gakona digisonde, there is evidence from observations
by the SuperDARN radar at Kodiak that the heater was generating irregularities in the F region
over HAARP.

Preliminary analysis of the pass data from the three stations shows little evidence of heater
modifications in the data collected at Cordova and Delta, but there is a possibility that a heater
effect can be seen in the Gakona data. While it is difficult to sort out propagation enhancement
of the effect of naturally occurring irregularities in the heated region when viewed from Gakona,
which is why we collected data from the other stations, there is a compelling change in the
characteristics of the small-scale irregularities observed in the Gakona data within the region
most likely to have observable heater-generated irregularities.

A review of data collected by the Kodiak SuperDARN radar (Figure 20) shows that while
natural irregularities started forming north of Gakona around the time of the pass and migrated
southward over Gakona later in the evening, it appears that the heater was producing
irregularities over Gakona at the time of the pass, perhaps with some "contamination" by natural
irregularities. The tomography image generated from the Oscar 31 TEC data (Figure 21) shows
a typical mid-latitude, daytime, ionosphere over and south of Gakona with lower densities and a
more structured ionosphere from Delta northwards.

Our initial belief that the Gakona phase and intensity records from this pass show evidence
of heater-produced irregularities came from inspection of the time-series records of detrended
differential phase and VHF intensity from Gakona (Figure 22) and Delta (Figure 23). While the
Delta record shows a classic, and smooth, enhancement of the phase structures at the point where
the ray path is nearly field-aligned with little corresponding intensity scintillation, the Gakona
record shows a very structured phase and intensity record at the field-aligned point, which for
Gakona is; also within the heated region. In particular, there is a large enhancement in both
small-scale irregularities in both the phase and VHF intensity record.

Power-density spectra from the Gakona and Delta VHF records are shown in Figure 24.
These spectra are for 1024 data points (just over 20 seconds in time). The two spectra from the
Gakona record (the leftmost two panels in this figure) show data segments just prior to entry into
the heated region and in the center of the heated region. The Delta spectrum is from near the
center of the point in the pass nearest the geomagnetic meridian. The horizontal dotted lines on
the spectrum plots indicate the nominal noise-floor as determined from the Gakona records away
from the heated region. It is very clear from these spectra that as the ray path passes through the
heated region at Gakona, there is an increase in the small-scale irregularities in both phase and
VHF intensity. At Delta, there is no similar increase at the smaller scales as the ray path passes
through the nearly field-aligned point. Our current working hypothesis is that the increase in
power at small scales is a manifestation of the fine-structure "striations" which are postulated to
form in the heated region (Gurevich et al., 2002).
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Figure 20. Data from the Kodiak SuperDARN radar (coutrtesy of R. Bristow of the University of
Alaska at Fairbanks). The top panel shows the return power as a function of latitude and
longitude at a time near the pass of interest, and the lower panel shows the return power as a
function of latitude and Universal Time (UT). The vertical dotted line in the lower panel
indicates the time of the pass of interest.
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upper panel (lower panel).
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Figure 22. Detrended (30 second period) VHF intensity (upper plot) and differential phase
(lower plot) from the Gakona ITS10S station for the 0337UT Oscar 31 pass on 11 February
2005. The horizontal dashed lines indicate the segment that is within 16 of the heater beam
center and the horizontal solid line indicates the segment within 8 of beamn-center. Closest
approach to beam-center is indicated by the vertical dashed line.
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Figure 23. Detrended (30 second period) VHF intensity (upper plot) and differential phase
(lower plot) from the Delta ITS 10S station for the 0337UT Oscar 31 pass on 11 February 2005.
The format of this figure is the same as Figure 22.
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Figure 24, VHF intensity spectra from the ITS 10S receivers at Gakona (first and second panels)

and at Delta (third panel) from the Oscar 31 pass at 0337UT on 11 February 2005. In each
panel, the upper plot is the time-series of detrended (30 second detrend period) VHF
intensity and the lower plot is the power-density spectrum of the time series. The dotted line
in the spectrum plots indicates the noise floor of the measurements.

3. Non-fAARP Topics

3.1 Ionospheric Scintillation Confidence Model

We have developed and implemented an initial model to provide a measure of the
confidence in scintillation estimates calculated from the WBMOD ionospheric scintillation
model (Secan, 2004). The confidence level is calculated as a multiplicative combination of the
confidence level derived for the various factors listed in Table 4. Preliminary models, some of
them fairly rudimentary, have been developed and implemented to account for reduction in
confidence due to the system frequency, the user-selected percentile in the log(CkL) distribution,
KP, SSN, target altitude, latitude regime, time of day, season, and elevation angle. This section
will provide a brief description for each of these.

Table 4. Factors to be included in a WBMOD confidence-level model.

Parameter Discussion
System Frequency Two factors are in play here: the fact that scintillation drops rapidly

with increasing radar frequency (increasing slightly the confidence at
higher frequencies), and the fact that the data from which WBMOD was
constructed is from a disparate set of frequencies, and not the same
frequencies in each latitude regime. In a simple model for the latter
factor, the confidence level would be higher in the VHF (137 MHz)
through L-band (1200 MHz) range for which data were available with
the same model for this variation used in all latitude regimes. In a more
complex model, the confidence level would be changed based on what
frequencies were available in the various latitude regimes.
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